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I. Introduction

H IGH-SPEED wind tunnels typically rely on pressure and/or
temperature measurement and nozzle-flow calculations to

determine the freestream conditions. This practice can require a
complex treatment of the thermochemical state of the gas. The
calorically perfect gas assumption begins to break down when

producing air or N2 flows from a stagnated reservoir to freestream
Mach number M∞ > 6. Rapid expansion in the nozzle can require

modeling thermodynamic nonequilibrium processes, and if the gas is
stagnated to high enthalpy, nonequilibrium chemistry must also be

considered [1].Moreover, an excluded-volume equation of state may
need to be used for high reservoir densities [2,3]. Although the
modeling framework of these flows is tractable, some of the

fundamentals pertaining to the thermochemical rate processes continue
to be an ongoing topic of research [1].
One means of validating these run condition and nozzle-flow

calculations is direct measurement in the freestream. Particle-based

methods of velocimetry, such as particle image velocimetry, can
produce high-quality multicomponent velocity data [4]. However,

the engineering challenges associated with implementing particle-
based techniques in large-scale high-speed facilities include timing,
particle-seeding density and uniformity, and minimizing flow

disturbances when injecting particles [5]. More importantly, there is
the fundamental limitation of reduced particle response at Knudsen

and Reynolds numbers [6] typical of high-speed wind tunnels, which
can compromise the resolution of fine time and length scales.
In contrast to the limitations of particle-based techniques,

implementation of tagging velocimetry is not constrained by the

aforementioned issues in large-scale high-speed facilities. Noted
methods and tracers of tagging velocimetry include VENOM [7],

APART[8],RELIEF [9], FLEET [10], STARFLEET [11], PLEET [12],

nitrogen oxides [13–15], iodine [16], acetone [17], and the hydroxyl
group techniques [18–21]. Continually advancing laser and imaging
technology has enabled tagging velocimetry to be used in large-scale
facilities where other approaches are difficult to implement.
This technical note reports the direct measurement of freestream-

velocity profiles in AEDC Hypervelocity Tunnel 9 (Tunnel 9) with
krypton tagging velocimetry (KTV). The KTV experimental setup
is described, followed by an explanation of Tunnel 9 and the
conventional method of run-condition calculation. KTV exposures
are presented for four different Tunnel 9 conditions. Then, for two
conditions, instantaneous velocity profiles and a comparison of the
freestream velocity as calculated by conventional methods and KTV
are presented.

II. Krypton Tagging Velocimetry Setup

Krypton tagging velocimetry (KTV), relative to other tagging
velocimetry techniques, relies on a chemically inert tracer and does not
require significantly altering the local thermochemical state of the gas.
This property may enable KTV to broaden the utility of tagging
velocimetry because the technique can be applied in gas flowswhere the
chemical composition is difficult to prescribe or predict. The technique
currently requires two pulsed tunable lasers and one intensified camera.
Using metastable noble gas as a tagging velocimetry tracer was first
suggested by Mills et al. [22] and Balla and Everheart [23]. KTV was
first demonstratedbyParziale et al. [24,25] tomeasure thevelocity along
the centerline of an underexpanded jet of N2∕Kr mixtures. Following
that work, Zahradka et al. [26,27] used KTV to make measurements of
the mean and fluctuating profiles in a Mach 2.7, 99% N2∕1% Kr
turbulent boundary layer. Recently, Mustafa et al. [28] used KTV to
measure seven simultaneousprofiles of streamwisevelocity andvelocity
fluctuations in the incoming boundary layer and immediately upstream
of a 24 deg compression corner in a M∞ � 2.8, ReΘ � 1750, 99%
N2∕1% Kr shock-wave/turbulent-boundary-layer interaction.
Following the energy level diagram (Racah nl�K�J notation) in

Fig. 1, KTV is performed as follows.
1) Seed a base flow with krypton globally.
2) Write step. Photosynthesize the write line and metastable

krypton tracer with a pulsed-tunable laser: two-photon excitation of
4p6�1S0� → 5p�3∕2�2 (214.7 nm) and rapid decay to resonance state
5p�3∕2�2 → 5s�3∕2�°1 (819.0 nm) and metastable state 5p�3∕2�2 →
5s�3∕2�°2 (760.2 nm). We image the 5p�3∕2�2 → 5s�3∕2�°1 (819.0 nm)
transitions with a camera positioned normal to the flow. This process
takes approximately 50 ns [29] and comprises the “write line”.
3) Read step. Record the displacement of the tagged metastable

krypton by imaging the laser-induced fluorescence that is produced
with an additional pulsed-tunable laser: excite 5p�3∕2�1 level by
5s�3∕2�°2 → 5p�3∕2�1 transition with laser sheet (769.5 nm) and read
spontaneous emission of 5p�3∕2�1 → 5s�3∕2�°1 (829.8 nm) tran-
sitions with a camera positioned normal to the flow. This process
takes approximately 50 ns [29] and comprises the “read line”. We
choose a different energy level for the read step as opposed to
previous KTV work [24–28] because of higher observed signal-to-
noise ratio (SNR) when performing the write/read steps in a
stationary krypton cell. A fluorescence model that characterizes the
SNR of the KTV technique with different read excitations is
forthcoming and not included in this note.
The experiment was run using two tunable lasers to provide the

214.7 nm (write) and 769.5 nm (read) laser beams required for KTV.
The write laser consisted of a frequency-doubled Quanta Ray
Pro-350 Nd:YAG laser and a frequency-tripled Sirah PrecisionScan
Dye Laser. The Nd:YAG laser pumped the dye laser with
1000 mJ∕pulse at a wavelength of 532 nm. The dye in the laser was
DCM with a dimethyl sulfoxide (DMSO) solvent, and the laser was
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tuned to output a 644.1 nm beam. Frequency tripling of the dye-laser

output was performed using Sirah tripling optics (THU 205).
The write-laser beam setup can result in approximately

10–13 mJ∕pulse; however, approximately 3 mJ was used for this

experiment by reducing the Nd:YAG pump-laser power. The

wavelength was 214.7 nm, with a linewidth of approximately

0.045 cm−1, a pulsewidth of approximately 7 ns, and a repetition rate of

10 Hz. Thewrite-laser beamwas directed into the test section with 1 in.

fifth-harmonic Nd:YAG laser mirrors (IDEXY5-1025-45) and focused

into the test sectionwith a 1500mmfused-silica lens to form a line in the

spanwise direction. Assuming Gaussian beam propagation, the beam-

waist diameter and fluence are approximately 80 μm and 30 J∕cm2,

respectively.
The read laser consisted of a frequency-doubled Quanta Ray

Pro-350Nd:YAG laser and a Sirah PrecisionScanDyeLaser. TheNd:

YAG laser pumped the dye laser with 500 mJ∕pulse at a wavelength
of 532 nm. The dye in the laser was Styryl 8 with a DMSO solvent,

and the laser was tuned to output a 769.5 nm beam.
The read-laser beam setup resulted in approximately 30 mJ∕pulse,

with a wavelength of 769.5 nm, a linewidth of approximately

0.025 cm−1, a pulsewidth of approximately 7 ns, and a repetition rate

of 10 Hz. The read-laser beamwas directed into the test section using

2 in. broadband dielectric mirrors (Thorlabs BB2-E02) and focused

to a sheet of ≈1000 μm × 25 mm with a 2000 mm fused silica

cylindrical lens. This “read sheet” reexcites the metastable Kr tracer

atoms so that their displacement can be measured.
The laser and camera timing are controlled by a pulse-delay

generator (SRS DG645). The intensified camera used for all

experiments is a 16-bit Princeton Instruments PIMAX-4 1024 × 1024
with an 18 mm grade 1, Gen III extended red filmless intensifier with

P46 phosphor (PM4-1024i-HR-FG-18-P46-CM). The gain is set to

100% with 2 × 1 (spanwise × streamwise) pixel binning to ensure a

10 Hz frame rate. The prime lens used is an AF-S NIKKOR 200 mm

f∕2G ED-VR-II and positioned approximately 1.1 m from the
write/read location, which was at the center of the test cell. A Nikon
PK-13 27.5 mm extension tube was inserted between the lens and the
F/C adapter to reduce the minimum focal distance and increase the
magnification of the lens. Two high-precision 800 nm long-pass filters
(Thorlabs FELH0800, transmission of 3.5e–4% at the read-laser
wavelength of 769.5 nm) are placed in series between the lens and
the intensifier tominimize the noise resulting from the read-laser pulse
reflection and scatter from solid surfaces. The dual-image feature was
used, and the camera gatewas opened for 50 ns immediately following
the write-laser pulse to capture the spontaneous emission of
5p�3∕2�2 → 5s�3∕2�°1 (819.0 nm) transitions. Then, 2 μs later, the
cameragatewas opened for 50 ns immediately following the read-laser
pulse to capture the spontaneous emission of 5p�3∕2�1 → 5s�3∕2�°1
(829.8 nm) transitions.

III. Experimental Facility and Run Condition
Calculations

The experiments were conducted in the Arnold Engineering
Development Complex (AEDC) Hypervelocity Wind Tunnel
Number 9 (Tunnel 9) shown in Fig. 2. Tunnel 9 is a hypersonic,
nitrogen-gas, blowdownwind tunnelwith interchangeablenozzles that
allow for testing at Mach numbers of 7, 8, 10, and 14 over a unit
Reynolds number range of 1.77e6 to 158.8e6 1∕m. The test section is a
1.52-m-diam (5-ft-diam), 3.66-m-long (12-ft-long) cell that enables
testing of large-scale model configurations. More details pertaining to
the facility can be found in Marren and Lafferty [30].
The nominal run conditions for this test series, as calculated by the

staff at AEDC (conventional method), are found in Table 1. The
reservoir pressure, reservoir temperature, and pitot pressure are
measured. Reservoir enthalpy and reservoir entropy are determined
using the measured reservoir conditions and the data from a Mollier
diagram for equilibriumN2. The freestream conditions are calculated
from the reservoir conditions and pitot pressure using a procedure
that assumes an isentropic nozzle expansion. The procedure is
initiated with an initial estimate for the freestream Mach number.
Using the estimated freestream Mach number and measured pitot
pressure, freestream pressure is obtained from the Rayleigh pitot
formula. In addition, it is assumed that the degree of vibrational
excitation at the nozzle exit is negligible, and so the ratio of specific
heats is equal to 7∕5. The freestream temperature (and freestream
sound-speed) is calculated using the freestream pressure and
reservoir entropy. Then, freestream velocity is obtained based on the
conservation of reservoir enthalpy. This value of velocity is converted
to Mach number and is compared to the initial estimated Mach
number value. When these two agree to within a specified tolerance,
the calculation is complete and the tunnel conditions are known.

Fig. 1 Energy diagram for KTV. Racah nl�K�J notation. A is 760.2 nm,
B is 819.0 nm, C is 769.5 nm, and D is 829.8 nm.

Fig. 2 Annotated AEDC Hypervelocity Tunnel 9 schematic. Two legs are shown; the upper leg was used for this project.
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IV. Implementation of Krypton Tagging Velocimetry
in Tunnel 9

KTVis implemented in Tunnel 9 by doping theN2 flowwith 1%Kr
by mole fraction in the reservoir. A predetermined mass of Kr is
injected into the “gas heaters” pictured in Fig. 2 following the N2

“blowoff”. The blowoff refers towhen the heating vessel is checked for
vacuum and flushed with 1 atm ofN2. Then, the typical high-pressure
N2 filling procedure continues unchanged from normal operation. It is
assumed that the 99%N2∕1%Kr mixture becomes well mixed by the
turbulent, high-pressureN2 injection and subsequent high-temperature
reservoir-heating process.
The concentration of krypton in the flow is dilute, and so the

thermophysical properties of the flow are nominally unchanged from
normal operation. The effect of krypton seeding on the transport
properties is calculated using Cantera [31] via the semi-empirical
Chapman–Enskog method [32] with the appropriate thermodynamic
data [33]. For example, seedingN2 with 1%Krmole fraction alters the
Mach, Reynolds, Prandtl, and Peclet numbers and the ratio of specific
heats by ≈0.1–0.3%.

V. Results

In this section,wepresentKTVexposures for four different Tunnel 9
conditions (listed in Table 1). Then, for two conditions, instantaneous

velocity profiles and a comparison of the freestream velocity as

calculated by conventional methods and KTV are presented.

The purpose of this effort was to explore the range of conditions

over which KTV could deliver results with sufficient SNR; in this

study, the conditions span a range of M∞ � 9.4–13.2
and Reunit∞ � 1.6–30 m−1.

The write and read exposures are recorded separately with the

interline feature of the intensified camera with a delay of 2 μs. We

present a composite of thewrite/read exposures for all four conditions

as Figs. 3, 4. The Mach 14 exposure (Fig. 3, left) was the first

measurement attempted, and so as a conservative first approach, the

digitizer was set to its slowest speed, 4MHz (lowest noise level). This

was done to achieve the highest possible SNR while still yielding a

25-mm-tall measurement window, which was a minimum require-

ment for the test to be considered a success. In subsequent

experiments, the camera digitizer was set to its highest speed 32MHz

(highest noise level) because the SNR was deemed sufficient and so

the field of view was enlarged.

To process the KTV exposures in Figs. 3 and 4, the line centers

were found in the following way.
1) Crop the image to an appropriate field of view.
2) Apply a two-dimensionalWiener adaptive-noise-removal filter.
3) Convert the images to double precision numbers and normalize

the intensity to fall in the range of 0–1.

Table 1 Nominal run conditions for current test series as determined by conventional
methods;M∞,Re

unit
∞ ,U∞, ρ∞, and T∞ are the freestreamMach number, unit Reynolds number,

velocity, density, and temperature; hR and PR are the reservoir enthalpy and pressure

Condition M∞ Reunit∞ , 1∕m U∞, km∕s ρ∞, kg∕m3 T∞, K PR, MPa hR,MJ∕kg

A 13.2 1.65 1.92 3.04e–3 50.9 14.6 1.90
B 9.44 1.88 1.37 4.85e–3 50.7 2.16 1.00
C 9.82 13.1 1.43 3.26e–2 51.1 18.2 1.08
D 10.0 30.3 1.47 7.44e–2 51.9 44.8 1.14

Fig. 3 Time stamp denotes tunnel starting trigger. Composite of write and

read KTV exposures from Tunnel 9 condition A (left) and condition B
(right). Conditions in Table 1. Tick marks denote millimeters. Inverted
intensity scale. Write/read delay of 2 μs.

Fig. 4 Time stamp denotes tunnel starting trigger. Composite of write

and read KTV exposures from Tunnel 9 condition C (left) and condition
D (right). Conditions in Table 1. Tickmarks denotemillimeters. Inverted
intensity scale. Write/read delay of 2 μs.
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4) Apply the Gaussian peak finding algorithm from O'Haver [34]
to find the line centers for the top row using thewrite and read lines in
the top row of each image as a first guess.
5) Proceeding from the top down, apply the Gaussian peak finding

algorithm from O'Haver [34] to find the line centers for each row
using the line center location immediately above as the guess.
Steps 4 and 5 are done in parallel inMATLAB for the exposures for

each run. The freestream-velocity profiles are presented for conditions

A and B in Figs. 5 and 6, respectively. Error bars for the KTV

measurements are calculated as

δUKTV�
��

δΔx
∂U
∂Δx

�
2

�
�
δΔt

∂U
∂Δt

�
2

�
�
v0RMS

dU

dy
Δt

�
2
�
1∕2

(1)

The uncertainty in the measured displacement distance, Δx, of the
metastable tracer is estimated as the 95% confidence bound on the

write and read locations from the Gaussian fits. The uncertainty Δt is
estimated to be 50 ns, primarily due to fluorescence blurring as

considered inBathel et al. [35]. From themanufacturer’s specification,

we estimate that the timing jitter is relatively small, approximately 1 ns

for each laser. The fluorescence blurring primarily occurs because

of the time scale associated with the 5p�3∕2�2 → 5s�3∕2�°1 and

5p�3∕2�1 → 5s�3∕2�°1 transitions, which is approximately 25 ns [29];

thus, we double this value and report that as the uncertainty inΔt. The
third term in Eq. (1) is uncertainty in the streamwise velocity due to

spanwise fluctuations in the x–y plane. This formulation is taken from

Hill and Klewicki [36] and Bathel et al. [35]. To bound the error, the

spanwise fluctuations v 0
RMS are conservatively estimated to be 5% of
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Fig. 5 Freestream-velocity profile for condition A. Error bars are
horizontal thin black lines. The timestamp notes the time from camera
trigger and is shared with Fig. 7, for reference.
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Fig. 6 Freestream-velocity profile for condition B. Error bars are
horizontal thin black lines. The timestamp notes the time from camera
trigger and is shared with Fig. 8, for reference.
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Fig. 7 Comparison of Tunnel 9 freestream velocity as calculated by

conventional methods in Sec. III (dashed line) and measured by KTV
(solid dots, spanwise average) vs time for condition A. Error bars are
vertical thin black lines. The timestamp notes the time from camera
trigger and is shared with Fig. 5.
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Fig. 8 Comparison of Tunnel 9 freestream velocity as calculated by
conventional methods in Sec. III (dashed line) and measured by KTV

(solid dots, spanwise average) vs time for condition B. Error bars are
vertical thin black lines. The timestamp notes the time from camera
trigger and is shared with Fig. 6.

4 Article in Advance / TECHNICAL NOTES



the freestreamvelocity (v 0
RMS is expected to be far lower in theTunnel 9

freastream). The error in the KTV measurement is approximately 3%
in the freestream, primarily due to the uncertainty in determining the
line center and timing.
Tocharacterize the flowuniformity in themeasured fieldof view, the

standarddeviationof eachprofilewas computed andnormalizedby the
meanvelocity. To search for trends, thiswas done for each time step for
each condition. No trends were found in time or run condition, and the
normalized standard deviation of the freestream-velocity profiles was
observed to be in the range of 0.2–1.25%. This value is well within the
uncertainty limits of the KTV technique as applied in this work.
In Figs. 7 and 8,we take the average of the profiles in Figs. 5, 6 in the

spanwise direction and compare that to the freestreamvelocity value as
calculated by conventional Tunnel 9 methods, detailed in Sec. III. The
KTV data appear to match the Tunnel 9 calculations throughout the
test time.

VI. Conclusions

The ability to make measurements of the freestream-velocity profiles
with krypton tagging velocimetry (KTV) in Tunnel 9 is demonstrated
for four conditions spanning the range of M∞ � 9.4–13.2 and
Reunit∞ � 1.6–30 m−1. KTVexposures are presented for each Tunnel 9
condition. For two conditions, instantaneous velocity profiles and a
comparison of the freestream velocity as calculated by conventional
methods and KTV are presented. Agreement between the KTV
measurements and the Tunnel 9 calculations is good throughout the test
time; the difference between the two results is approximately 2%,which
is within the KTVuncertainty estimate of approximately 3%. This is a
notable result because the Tunnel 9 freestream velocity calculations rely
on pressure/temperature measurements and an appropriate treatment of
the nonperfect gas nozzle expansion from the reservoir to the freestream;
in contrast, the KTV profiles and traces represent a direct measurement.
This provides a new experimental verification of the Tunnel 9 velocity
calculation procedure. In this vein, KTV could be used to measure the
freestream velocity as the Tunnel 9 parameter space is expanded, for
example, if a newnozzle isdeveloped. In addition, the standarddeviation
of the freestream-velocity profiles exhibits no clear trends through the
test time or with run condition and fall within the range of 0.2–1.25%,
which is within the KTVuncertainty estimate of approximately 3%.
It is suggested that KTV could be used in Tunnel 9 to measure

velocity profiles on large-scale test articles. In the AEDC Mach 3
Calibration Tunnel, KTV was first used to make freestream
measurements and then extended to the turbulent boundary layer on
the nozzle wall [27] and a shock-wave/turbulent-boundary-layer
interaction [28]. Tagging velocimetry signal-to-noise ratio (SNR) is
reduced in regions of high shear, and applications in large-scale
facilities are technically challenging; however, if one considers the
relative ratio of SNR in the Mach 3 Calibration Tunnel freestream to
that in turbulent shear layers [27,28] and extrapolates from theTunnel
9 freestreamSNRpresented in this note, the authors are confident that
there will be sufficient SNR for KTV application in regions of high
shear in Tunnel 9 flows of varying Mach number and unit Reynolds
number.
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